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INTRODUCTION
In Part 1 of this article, published in the last issue of the

Carrier, we described the background of the rabbit
nictitating membraneclassical conditioning preparation, as
initially described by Gormezano and his associates
(Gormezano, 1962, Steinmetz & Thompson, 1991),
including itsbasic parametersand the neural underpinnings
of the conditioned response (e.g., Thompson, 1988). The
classical conditioning paradigm used in this laboratory is
showninFigurel (page4). Weuseadelay paradigm, witha
250 msec. preCSinterval occurring immediatly prior to the
onset of the 350 msec. CS. The CSis coterminous with a
100 msec. UCS. Thedatarecording occursduring thethree
250 msec. preCS, CS and UCS periods. The methods of
relating neural activity to the behavioral dataare presented
here(see, e.g., Gould, Sears, & Steinmetz, 1991).

Standard scoresof firing acrosstime

The first step toward statistical analysis of the
relationship between eyeblink and neural activity involves
converting the raw number of action potentialsinto standard
scores. To standardize the amount of neural firing, we first
aggregate ablock of 10 trials, summing the neural activities.
Assuming that the neural pattern of activity is reasonably
stable, theresult isa'peri-stimulil time histogram with aten-
trial bulge of activity around the border between the CS and
US periods. We then divide each section of the aggregate
block (pre-CS, CS, and US periods) into eight bins of the
same length, each bin containing the number of action
potentials produced within that particular time window (see
note 1). With an equal number of binsin each period of the
trial, we can compare stimulus- and response-related neural
activity to the block-specific baseline. Each of the eight CS
period bins and US period bins, numbered one to eight from
the beginning to theend of the period, iscompared to the same
number binof thepre-CS period.

Figure 2a (page 5) illustrates this technique, showing as
an exampl e the comparison between CS period bin eight and
the corresponding baseline bin (pre-CS period bin eight). A
simple t-test is performed on the average numbers of action
potentialsfor thetwo bins. Asthetwo averages are calculated
from the same rabbit and the same trias, they are not
considered to be independent of one another; therefore, a
paired sampl est-test isthe appropriate measure (Hays, 1988).
Theresultsof thet-test isthe standard scoresfor CSbin eight.
If the average number of action potentialsproducedin CShin
eightissignificantly higher than the average number of action
potentials produced in pre-CS bin eight, then the standard
score for that comparison will exceed the critical t-vaiue for
the degrees of freedom of the t-test. If so, we can be
reasonably confident that task-related neural activity
appeared shortly beforethe onset of theUS.

Figure 2b displays the output of this technique for a
session involving twelve blocks of training.A matrix of 192
standard scoresis computed, representing the level of task-
related activity (across eight CS period bins and eight US
periodbins) for each of twelve blocks. Inaddition, the

(Continued on page 2, Col. 2)
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Editor's
Column

The summer is rapidly
drawingtoaclose. It seems
to have gone by so fast.
Perhaps for me and my
wife, this is because we
spent a part of the summer
in St. Petersburg, Russia. |
had been invited over there by a Russian
physician/professor who was interested in learning more
about osteopathic theory and manipulative treatment. |
invited an osteopathic physician from Texas and hiswifeto
go with us. We spent 17 daysin St. Petersburg, teaching and
being shown thewondersof oneof theworld'sgreat cities.

We werethere from June 17-July 3which isthetime of
the "white nights." Since St. Petersburg is so far north, it
simply doesnot get fully dark during theweeksaround June
22.\We could read the paper at 1 am! Therewasadusk time
about 2 am, but then the sun simply came up again. The
residents of the city celebrate these long days, | suppose
because they have only afew hours of daylight during the
winter months.

Our time was spent teaching and seeing various things
in the city and surrounding countryside. We taught in the
professor'sclinic thefirst week then on acruise ship during
the second week. Our hosts made sure we saw many of the
famous placesin city, including the Hermitage, the Peterhof
and so forth. A good friend of the professor's, a Russian
Army General treated us~to adriveinaRussian Army tank
(yes, | actually got todriveit), and thetrip on the cruise ship
up LakelL adogawasspectacular.

We lived with and got to know a group of people who
weusedtothink of asenemies. It wasaprofound experience
in many ways, but primarily becauseit forever changed my
view of another group of people. As| pointed out in my last
column here, "getting to know someone is the best way to
find out they are people, not objects.”

Michael M. Patter son, Ph.D.
Science Editor

Collegeof Osteopathic Medicine
The University of Health Sciences
2105 Independence Blvd.

Kansas City, MO 64124-2395
816-283-2308

FAX 816-283-2303

bottom row provides a simple average of the standardized
activity for each bin, so that the data may be examined at the
level of thesessionasawhole. Theswelling of neural activity
apparent in the histogram has now been quantified such that
itsstatistical significanceismadeplain.

It might be argued that the sheer number of comparisons
represented by the matrix drive the protection level-the
probability of finding a seemingly significant result by
chance alone-too high. While this may be true for an
examination in which the mere presence of some significant
resultsistheaim, it does not present much of aproblemwhen
the searchisfor aconsistent pattern of increased firing block
after block. Infact, by using session averagesin theanalysis,
we tend to err on the side of caution. We require that the
overal standard scores meet the more stringent critical
valuesused for singleblocks(inour case, df =9).

Thistest isneither perfect nor adequate for our purposes,
however. For one thing, background activity in the neural
signal makes it difficult to detect brain-behavior
relationships involving the inhibition of action potentials.
The floor of noise may make an inhibition effect virtually
undetect-able, even if it isthe case that the in-task inhibition
suppresses action potentials completely. Aggregating the
data across several sessions will minimize this problem, but
only if great care istaken to ensure that the baseline activity
remains fairly constant for all such sessions. Such
aggregation, meanwhile, rests on the perhaps invalid
assumption that the sought-after inhibition is 4airly stable

acrosssessions.
In fact, the baseline activity itself may not be stable, but

may changewith training. The stability of the baseline can be
tested within a session, as long as amplifier gains are left
untouched, by comparing the raw numbers of discriminated
spikes from the first and last blocks. Between sessions, the
validity of baseline activity comparisons is difficult to

support.
Another limitation of the standardization procedure is

that it only tells us whether the neural activity exceeds
baseline; that is, the t-tests tell us whether the height of the
histogram is greater than zero at each time point. They tell us
nothing about the relationship between adjacent bins, or
about the distribution as a whole. The shape of the
distribution remains mysterious, as does its relationship, in
shapeandtiming, totheeyeblink.

Cross-correlation analysiswith behavior

To deepen the analysis, we directly compare the distribution

of standardized neural activity acrosstimetothedistribution
(Continued on page 3, col.1)



of eyeblink activity acrosstime. Thedataarearranged such

that the height of the standardized neural distribution at
each time point is paired with the height of the behaviora
distribution at the same time point. With the data set
arranged in this way, the two distributions can be cross-
correlated: a Pearson product-moment correlation (Hays,
1988) of the paired time points allows us to discern the
similarity between the two distributions throughout the
task. The obtained r-score provides agood estimate of how
similar the shapes of the distributionstruly are. Obvioudly,
significancetestsmay bebrought to bear onthisr-score.

More than this is required, however, to relate a
distribution of neural activity to the shape of abehavior that
is presumably caused by the neural activity. The
transmission of neural commands to effectors takestime-a
signal must travel down axons, navigate synapses, and
induce muscleactivity. Itisnecessary totakethisdelay into
account when cross-correlating the two distributions. For
that reason, we'slidel the two distributions past each other,
offsetting them by six msec at a time. At each offset, we
calculate a new cross-correlation on the overlapping
portionsof thedistributions.

The value of calculating cross-correlations at various
offsets is potentially large. Fisher's z-tests (Hays, 1988)
reveal how significantly each correlation differsfrom zero.
The highest z-score tells us, at long last, what the best-
fitting relationship between behavior and brain is. Perhaps
more importantly, the peak z-score also provides
information about the time lag between neural activity and
behavior (seenote 2). Thislatter measure, anditsreliability
across blocks, can be used as converging evidence that the
recorded activity isneural activity (asopposed to artifactu-
a noise caused by the movement) that is tightly linked to
the behavior. For instance, conditioned eyeblinks and
action potentials recorded from the interpositus nucleus
tend to correlate as highly as r = .80 and .90. These high
correlationscluster at an offset of approximately 30 msec, a
biologically plausible delay given the synapses and
distance between the interpositus and eye muscles. Taken
together, these datahave strengthened our argument that the
interpositus is involved in the execution of a conditioned
eyeblink. Interpositus activity does not reflect stimulus- or
response-driven activity, nor doesit merely signal response
onset. It is, instead, involved in the production of CRs.Of
course, time-lagged cross-correlation is not without its
drawbacks. The largest concern can be summarized in a
single word: gain. Cross-correlation assumes that changes
in the two distributions are linearly related. That is, it
assumes that a change of size x in the height of the neural
activity histogramwill alwaysbe associated with achange

of sizeyineyeblink size. If, for instance, arithmeticincreases
in the number of spikes cause multiplicative changes in the
size of a blink, then the resultant cross-correlation will
underestimate the rel ationship between the two. Thefact that
the records (neural and behavioral) are collected by separate
amplification systemscompoundsthe problem.

Another potential limitation of the procedure has to do
with the possible imprecision of the 'best' correlation
judgment. As with the spike standardization t-tests, the
Fisher'sz-tests comparethe observed r-scoresto an r-score of
zero; they do not compare the observed r-scores at similar
offsets. It is possible that the correlations observed at
adjacent time lags are not significantly different from each
other. Inessence, itispossiblethat alarge confidenceinterval
exists around the 'best offset.1 As with the spike
standardization procedure, however, thisproblemisminimal
given the phenomenon observed in our preparation. If the
most significant correlationisfound at similar offsetsfor two
sessions (24 blocks) in arow, it is reasonable to ignore the
confidenceinterval of eachindividual calculation.

Summary

The power of the spike standardization and cross-
correlation procedures lies in their ability to provide more
fine-grained, qualitative analyses of therel ationship between
neural activity and individual behaviors. This paper has
described these procedures as they pertain to rabbit
conditioned eyeblink, but the detail should be sufficient for
other researcherstoinstitutethemaswell.

Notes

1. Thenumber of trialsinablock, and the number of binsin
aperiod, are up to the discretion of the experimenter. We
feel that ten trials per block, and eight bins per period,
provide an optimal compromise between the need to
keeptheerror level of thestatistical comparisonslow and
the need to keep thetemporal grain of theanalysisfine.

2. Notethat itisimportant, when hunting for the'best' offset
time between thedistributions, to look at the significance
of the correlations in addition to their size. At larger
offsets, fewer time points will be entered into the
analysis. Correlations based on fewer pointswill tend to
be larger than those based on many points. Since
significance depends on sample size (df), however, these
larger correlationsmay not be moresignificant.
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Figure 1. lllustration of the standard paired trial for rabbit eyeblink conditioning. The top line represents the CS and the
bottom line represents the US; when alineis at its higher plateau, the stimulus is present. Time is represented along the
horizontal axisof thefigure.
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9 245 402 X X 307 752 409 363 796 462 3.15 3.19 532 625 6.62 4.71
10 X 194 273 335 352 X 345 343 517 371 X X X X X X
11 X 682 X X X 487 361 698 465 355 X X X 225 X 3.05

12 2.21 3.84 1.89 247 3.04 9.13 337 323 7.06 530 3.04 X X X X X

1.74 244 1.87 267 295 411 441 481 6.10 338 155 1.68 124 1.40 1.10 048

Figure2. Analysisof theneural activity presentedin Part 1. A. Thelast of eight CS-period blocksisrelated to thelast of eight
baseline pre-CS period blocks. A paired-samples t-test compares the difference between the two, using the means and
standard deviations of the spike counts. B. The entire session’'s data presented in a matrix of t-values; block 9 correspondsto
the above histogram. Columns are the eight CS-period bins and eight US-period bins. Rows are consecutive blocks. At the

bottom are the session averages. The critical t-value is approximately 1.8; matrix spaces marked with 'x1 showed no
significant activity.



